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Abstract 

Augmented Reality (AR) is an emerging technology allowing the creation of augmented environments, 
in which computer-generated digital content is seamlessly combined and overlapped into our 
perceptions of the real world. In this paper we present an Augmented Environment dedicated to learning, 
capable of hosting and organizing a variety of learning contents. This Learning Augmented Environment 
has been built with the "Generator of Augmented Environments" (GAE), i.e. a software package we 
developed with the game engine Unity. The GAE allows the creation of Augmented Environments that 
run on head-mounted devices, providing a variety of immersive experiences. In the first part of the paper 
we examine the main features of the GAE. We start by defining an Augmented Environment (AE) as a 
set of immersive scenes created in AR and linked one another according to a given organization. We 
also define an immersive experience into a specific AE as the experience of a particular navigation 
throughout all the augmented scenes that make up that specific AE. By using selected content which 
has been virtualized (transformed into holograms), thanks to the GAE it is possible to generate a specific 
AE that allows the immersive navigation throughout the selected content. In the second part of the paper 
we provide an example of using GAEs to create a Learning AE on "digital culture". Particularly, we 
examine the main steps of the process that, thanks to the GAE, transforms the learning material of the 
course into an augmented environment to be enjoyed with head-mounted devices, providing users with 
an immersive learning experience. We believe that the Generator of Augmented Environments provides 
an important contribution to the development of learning augmented environments. The GAE helps to 
simplify and speed up the still rather complex process of building Augmented Environments. Indeed, the 
GAE allows authors of learning content  to focus on the development of specific content they want to 
use in one Augmented Environment, rather than on the process of creating the augmented environment 
that will host that content. 

Keywords: Augmented reality, augmented learning, augmented environments for learning, augmented 
classroom. 

1 INTRODUCTION 

In recent years, Augmented Reality (AR) has gained widespread popularity and has been applied in a 
variety of fields, including entertainment, education, advertising, and professional training. Considering 
the growing number of AR applications, we thought it would be useful introduce with this work a tool 
called the Generator of Augmented Environments (GAE) that has been designed to generate 
customized augmented environments. 

In the first part of this work, we will describe the features of the GAE and the context in which it has been 
developed. We will begin by discussing the main features of augmented reality and augmented 
environments, and then proceed to describe the features of the GAE. 

In the second part of this work, we will present a case study demonstrating the use of the GAE in the 
context of learning. Particularly, we will use a specific learning course on Digital Culture, and examine 
the process of transforming it into an augmented environment that can be accessed using wearable 
devices  (Head- Mounted Devices - HMDs), and that provides the users with an immersive and 
interactive learning experience. 

1.1 Augmented Reality and Augmented Environments 

Augmented reality is an emerging form of experience in which the real world is enhanced (or augmented) 
by computer-generated content. AR allows digital content to be seamlessly overlapped and combined 
into our perceptions of the real world in real time [1], [2], [3]. More advanced forms of AR create  fully 
immersive experiences involving sight and hearing and add rich and significant extra-worlds to the real 
world (see Errore. L'origine riferimento non è stata trovata.). Some recent AR systems actually -



leading the AR market, such as Microsoft HoloLens 2 [4], Meta Quest 2 [5], or Magic Leap 2 [6], allow 
users to interact with the virtual objects (holograms) existing in the augmented environments. In some 
cases, such as the Meta Quest 2, haptic gloves connected to the HMD can even be used to simulate 
the sense of touch [7]. 

AR is accessed through an app installed on a HMD or mobile device. While the device's camera captures 
the image of the real world and sends it to the device’s display in real-time, the device's processor 
generates on the device’s display a virtual world that perfectly overlays the real world. If the device is a 
HMD, then we have an immersive form of augmented reality ( Errore. L'origine riferimento non è 
stata trovata., Figure 2-left).  If the device is mobile then we have a non-immersive form of augmented 
reality ( Figure 2-right). In either case, the augmented spaces perceived by the user, which are a 
synthesis of the real and virtual worlds, are referred to as Augmented Environments (AE). 

 

Figure 1: A conceptual diagram of an AR system, with a HDM and see-through displays. The see-
through displays allow the user to see the real world as if looking at it through a normal pair of glasses. 
Through sensors, tracking systems and cameras, the device acquires information on the user's position 
and on the objects in the real world surrounding the user. Virtual objects are then generated in real time 
in the see-through displays, so that they are seamlessly integrated with the objects in the real world.  

 

As mentioned, the GAE is a tool for generating augmented environments. Now, we can add that all the 
Augmented Environments created making use of the GAE have necessarily to display the typical 
features of augmented spaces [[1], [8], [9]. Which means that they have to be able to seamlessly 
combine the real world and the virtual world; and that they must also be fully 3-D and immersive, and 
that, finally, they must allow interactivity in real-time, so that the users can interact with the holograms 
as if they were real people and real objects. Therefore, it is necessary to use an HMD in order to fully 
experience and enjoy AEs generated using the GAE." 

 

Figure 2: Immersive and non-immersive forms of Augmented Reality. 

            

         

                   

                  

                   
                  



1.2 Two different perspectives on Augmented Reality 

With this work, we intend to continue an investigation that we started with a previous work dealing with 
a semiotic approach to augmented reality applications [10]. Here, we want to further deepen our 
knowledge related to augmented reality, this time by focusing on the products developed using the AR 
technology. Specifically, we will deal with augmented environments meant as new forms of 
communication created using the new medium called augmented reality. Additionally, we will focus on 
a particular type of augmented environments, that is, on augmented environments dedicated to learning. 

Our approach to AR is intended to be an alternative to the more common and widespread approach that 
views AR from a purely technological perspective. In most cases, such a perspective deals with the 
study of  sensors, microprocessors, displays, cables, speakers, storage devices, and other hardware 
components. This approach often seeks to answer questions about how these components work, how 
their efficiency can be improved, and how they can be assembled into devices capable of creating 
augmented experiences. 

We believe that the discussion on AR should not be limited to explaining how technology enables the 
creation of augmented experiences. The technical language used by this approach often does not allow 
for adequate examination of the objects created with the AR technology. It does not allow for adequate 
explanation of the ways augmented environments are designed and developed. Therefore, in this work 
we will not address technical aspects associated with the development of AR hardware components, 
and will instead focus on problems related to the design and development of augmented environments. 
However, despite the removal of the above technical aspects, if we deal with the creation of augmented 
environments, we cannot avoid dealing with other types of technical aspects, this time associated with 
the development of these augmented environments. Indeed, while the design of augmented 
environments requires a diverse range of knowledge and competencies in various fields (e.g., the 
knowledge of the fields the augmented environment is about, and also a more technical knowledge on 
the design of virtual worlds [11]), the development of augmented environments also requires proficiency 
in a variety of programs (such as Unity, Maya, Blender, Character Creator), and programming languages 
(such as C#, C++, Java, and JavaScript). 

So, the creation of augmented environments remains a complex task. And it is precisely to address this 
complexity that we have developed the Generator of Augmented Environments. We looked for a way to 
reduce, at least in part, that complexity. Indeed, with the help of the GAE, we can make the task of 
creating augmented environments a little faster, and a little easier. 

2 THE GENERATOR OF AUGMENTED ENVIRONMENTS 

The GAE is a tool for the development of augmented environments. At the same time, the GAE is itself 
an augmented environment developed with Unity, which is a cross-platform video game and simulation 
engine. The GAE is designed to host any type of content (acoustic and visual) that can be represented 
within a virtual space. And it is also able to expand and customize itself according to a set of 
requirements provided by a designer/developer.  

We want to make it clear, however, that the GAE is not a tool for designing augmented environments. 
The GAE works by using a design that has been previously created by an author working on a specific 
project. Project that exists before the GAE, and outside the GAE. 

The creation of a customized augmented environment is carried out through two distinct stages of 
development, and only the second stage involves the use of GAE. In addition, the creation of a 
customized augmented environment requires at least two different professional figures, each of which 
coordinates the internal activities of one of the development stages. 

During the first stage of creation,  one author/designer takes care of working out the design of the 
representation of an idea. In particular, this author/designer identifies a discipline, or a certain domain 
of knowledge and, within it, chooses suitable contents to represent a certain idea; then, the 
author/designer segments the chosen content into a finite number of relatively self-contained and easily 
identifiable portions of content; finally, he clearly defines the organization of those portions of content. 

During the second stage of creation, one augmented environment designer uses the design create 
during the previous stage to develop within an augmented environment an adequate representation of 
the idea conceived by the author. And it is exactly in this stage that the GAE comes into play: the 
augmented environment designer uses the GAE to facilitate and speed up the task of creating a 
customized augmented environment in accordance with the requirements defined in the design. 



2.1 Components of the Generator of Augmented Environments 

The GAE uses two key elements to build and customize an augmented environment according to the 
design requirements: the Virtual Room and the Connections Panel. 

The Virtual Room 

the Virtual Room (VR) is a hologram shaped like a room, regular and square, made up  of 4 virtual walls 
(3 meters wide by 3 meters high), a virtual ceiling, and a virtual floor. Therefore, like any real room, the 
VR is displayed to the user wearing a HMD as an immersive, three-dimensional object. 

Here are some properties of the Virtual Room: 

• The VR recognizes the features of the real room the user is in (shape and dimensions of the real 
room, objects and furniture in the room) and reshapes itself to overlap the real room. 

• The VR is empty, that is, without any content. Whatever type of content will be added later, when 
the whole structure of the augmented environment has been completed (on this, see more in Section 
3.3). On the other hand, at the time of its creation, the VR already contains two main interfaces: the 
help interface (for assistance and information), and the navigation interface. 

• The VR can easily be duplicated, and any new VR maintains all the properties of the VR it was 
duplicated from. 

• Each VR is designed to contain a variety of content in the form of holograms. Particularly, each VR 
will host what we previously defined as relatively autonomous portions of content. 

• A finite set of VRs connected to each other according to some criteria specified in the design is the 
complete structure of one particular Augmented Environment. Any augmented experience a user 
can enjoy, always happens within one VR that is part of one particular Augmented Environment. 

The Connections Panel 

We saw that any augmented environment can be thought of as a finite set of connected VRs. While the 
VRs are in charge of hosting those relatively autonomous portions of content identified in the design, 

the Connections Panel − a panel inside the GAE − is responsible for acquiring and managing the 
organization of those portions of content. In other words, the Connections Panel manages the 
connections among the VRs according to the criteria that have been established in the design. As a 
matter of fact, the Connections Panel builds a guided navigation for the user by providing the navigation 
interface of each VR with information on which other VRs are connected to it. In this way, the user can 
navigate from the VR where he is in only to those VRs connected to it. 

Figure 3 shows two different configurations of a Connections Panel for an Augmented Environment with 
6 VRs. In the panel on the left, the Augmented Environment Designer, following the criteria that have 
been established in the design, has set only the connection between the VR 3 and the VR 4. This 
information will be sent to the navigation interface of the VR 3, which will thus allow the user to go from 
the VR 3 to the VR 4. The panel on the right shows the Connections Panel of an Augmented 
Environment with 6 VRs with a much more complex set of authorized connections between VRs. This 
panel will be explained in Section 3. 

 

Figure 3: 2 different configurations of  a Connections Panel for an augmented environment with 6 VRs. 

 

 

 

 

  

    

     

     

                                      

      

       

       

       

       

   

 

                                     

      

       

       

       

       

   

                                    



2.2 The generation of augmented environments 

In the initial stages of development of a specific augmented environment, the Augmented Environment 
Designer will provide the GAE with the information necessary to customize the original Augmented 
Environment and transform it into the desired Augmented Environment. Particularly, the Augmented 
Environment Designer will insert into the GAE the number n of VRs necessary to complete the structure 
of the desired Augmented Environment. He will also provide the GAE with information on the 
organization of the  different VRs, that is, the set of  connections allowed between the different VRs. 

At start, the GAE only contains one generic and empty VR with the features described in the previous 
Section. Based on the information provided by the Augmented Environment Designer, the GAE: 

1. Creates a complete augmented environment with a number n of copies of the initial VR, with n equal 
to the number of relatively autonomous portions of content identified during the creation of the 
design. All the created VRs will be empty (but will include the help and navigation interfaces). 

2. Creates one Connections Panel with n rows x n columns (similar to the one in Figure 3-right) capable 
of accounting for all possible connections between the n VRs created above. It will then be up to 
the Augmented Environment Designer to appropriately configure the Panel so as to reproduce in 
the Panel the organization of the VRs (and therefore of the contents) defined in the design. The map 
of connections will be transferred to the navigation interface of each VR, so that each VR will allow 
the user to navigate only to the connected VRs. 

Once this empty augmented environment has been built, the Augmented Environment Designer will use 
the GAE to facilitate the population of the different VRs with the specific portions of content identified by 
the author/designer of the representation of the idea or event to be experienced in the Augmented 
environment. 

2.3 Populating an Augmented Environment 

This is  not the right place to describe the set of required skills and the activities involved during the 
creation of virtual content for any specific Augmented Environment that we may have built with the GAE. 
In general, the creation of virtual contents can be carried out with or without Unity. If the Augmented 
Environment Designer keeps working with Unity, then he will also work within the GAE, since the GAE 
is a piece of software developed with Unity. On the other hand,  the Augmented Environment Designer 
can also decide to create the virtual contents  using dedicated programs for creating and modeling virtual 
objects of any type and shape (from avatars to complex objects). In this case, these virtual objects, once 
completed, must be imported into Unity and placed into the VRs of the specific Augmented Environment 
to be populated. 

What we would like to emphasize here is that, in the phase of populating the Augmented Environments, 
the GAE plays a secondary role, while the role of the Augmented Environment Designer becomes 
fundamental. As we said, the GAE manages to speed up and simplify the construction of complete (and 
empty) augmented environments by automating those often long and tedious processes that are 
necessary to build that set of virtual objects, general features, and functionality that is shared by all 
augmented environments.  

However, when it is time to work on the creation of digital contents for the augmented environments 
generated by the GAE, the work of the Augmented Environment Designer, or of a 3D modeler, closely 
resembles the creative work of a traditional artisan, or of a carpenter or a sculpturer. And in this case, it 
becomes really hard to think about automatizing those creative processes. At this point, the GAE's work 
is over. 

3 HOW TO USE THE GAE: AN AUGMENTED COURSE ON DIGITAL CULTURE 

It seems useful to conclude this work with an example of use of our GAE in the domain of augmented 
learning [12], [13]. For the sake of concreteness, let's say we want to create a learning course on Digital 
Culture, even though the choice of a topic is not strictly necessary, since the method we show here can 
be used with any topic. 

First of all, we want this course to be usable in immersive augmented reality, so we want a course 
capable of providing users with an immersive and interactive 3D learning experience. Also, we want the 
course to be a self-paced course, taken by a solo learner (so, no other classmate shares the augmented 
learning experience at the same time). Finally, but that is just it an option that we propose, we want the 



course to be conducted by a virtual instructor, which means that we want an avatar/hologram that can 
interact with the user, can help him or her to move around the Augmented Environment, and can use 
images, video and audio files, documents, exercises, and, more in general, any kind of learning material 
useful to accomplish a learning experience. 

We saw that the creation of the representation of a whatever kind of idea or event within an augmented 
environment can be divided into two stages: (1) designing the representation of the idea or event, and 
(2) developing that representation within an augmented environment. 

 

Stage 1: In Stage 1, we took the role of Authors/Designers of the representation of the event which 
we called "Course on Digital Culture".  

• We identified some design principles and methodologies, learning theories and learning tools to 
define an adequate theoretical framework for designing a learning course [14],  [15], [16], [17], [18], 
[19], [20]. 

• We identified a domain of knowledge (related to a general idea of "digital culture") with content 
relevant to the topics to be covered in the course we want to build (see Figure 4; to identify and 
select the contents within such a domain we relied on a few introductory books or manuals on ICTs, 
computers and digital tools [21], [22], [23]). 

• We selected those didactic contents that we thought of as most suitable for the course, and then we 
built an initial, rough organization of these contents. 

• Relying on Instructional Design methodologies for the segmentation of learning materials, and 
following some specific logical, temporal, causal, and pedagogical principles, we segmented the 
chosen learning materials into more or less complex learning units (e.g. lessons, topics, sub- topics, 
activities, exercises, tests, assignments, and so on – see Figure 5-a). 

• We reworked the first rough organization of the contents, and built a solid hierarchical structure of 
interconnected learning units with different levels of complexity (see Figure 5-b). Such a hierarchical 
structure, together with all the learning units (also including all the contents of the learning units ), 
is what we call the design of the learning course on Digital Culture. We will use this design in Phase 
2 to develop the Augmented Environment with the representation of the course. 

•  

 

Figure 4: The domain of knowledge we used to select the contents for the course on digital culture 

 

Stage 2: In Stage 2, we took on the role of Augmented Environments Designer of the representation 
of the event which we called "Course on Digital Culture".  

Based on a subjective evaluation (which, therefore, can vary from course to course, and from designer 
to designer) we decided that the topic (that is, what we defined as a relatively autonomous portion of 

                                                    

           
       

            
           

    

        
        

                  
          
         

           
       

    
        

                       
                

        
             

                                 

  

    

  
                                



content) is our basic learning unit. We also decided that each Virtual Room of the Augmented 
Environment  we want to create will contain only one basic learning unit. Therefore, the total number of 
VRs of our Augmented Environment will be equal to the number of topics covered in the course. 

 

Figure 5: (a) Learning Units and their components.  (b) a possible organization of the different learning 
units of a course. At the lowest level of complexity, we find learning activities, each of which uses one 
or more multimedia forms of communication. By assembling together several learning activities we 
create topics; lessons are created by assembling different topics together. Finally, a Learning Unit which 
includes the whole course is made up of all the lessons in the course. 

 

To simplify, we continue our example taking into account only 4 topics in Lessons 1, and 2 topics in 
Lesson 2, as shown in Figure 5-b. It is clear that whatever we will do with Lessons 1 and 2 can be 
repeated with all the Lessons of the course. 

• First, we inserted into the GAE the number of VRs to be generated (in our case, we have 4 topics 
in Lesson 1, and 2 topics in Lesson 2, for a total of 6 topics; therefore, we need 6 VRs). 

• The GAE generated 6 empty Virtual Rooms (but with navigation and help interfaces in each VR) 
with all the features examined in the previous Section. 

• The GAE also generated a 6 rows x 6 columns Connections Panel like the one shown in Figure 3-
right, to account for all the possible connections between the different VRs. This Panel, once 
customized, will transfer to the GAE the information defined during the creation of the design  on 
the organization of the relatively autonomous portions of content (the topics).  

It should be noted that the connections between the VRs are much more than what we might expect. 
Indeed, in the Panel in Figure 3-right, we see the connections linking together the VRs one after 

another in an ordered sequence (i.e., VR1→VR2→VR3, and so on), as it is logical to expect. But 

we also see other backward connections (i.e., VR4→VR2, VR5→VR1, and so on), that is, 
connections that allow the user to go back to previously visited VRs. Alas, this freedom of movement 
of the user within the augmented environment is an inevitable complication. Or, at least, it is in our 
case, when the augmented environment we want to build is a learning environment. In fact, if it is 
true that the user of the proposed course should have access to Lesson 2 only after having 
completed  all the topics in Lesson 1, it is also true that once inside Lesson 2, the user could also 
want to go back to Lesson 1 (to revise, or to improve the understanding of certain topics). And this 
applies to all the topics of the course. Consequently, a mapping of the connections between VRs 
must show the possibility of free navigation between topics, therefore, also between already visited 
topics. 

• The GAE transferred the information on the connections to the navigation interface of each VR, so 
that the user of the Augmented Environment will be able to move between the different VRs 
according to the criteria defined in the course design. 

By this time, the Augmented Environment that will be used to represent the learning Course on  Digital 
Culture is complete, at least in its structure. Figure 6 shows the first 6 VRs of the Augmented 
Environment created by the GAE, and the allowed connections between the different VRs.  

We do not need to further explore our example. Obviously, the next and final stage of development in 
Augmented Reality of the course deals with populating the newly built Augmented Environment. 
However, as we clarified above, creating virtual content for the Augmented Environment is a complex 

      

       

      

        

     

        

       

          

   

 

              

        

          

   

   

   

             

             

                  

            
                

            
               

        

           

    

    

    

       

 

          

   

   

 

 

        

                         



and time-consuming task that cannot really be automated. So, the close examination of such process 
of content creation  is beyond the scope of this work. 

 

Figure 6: A portion of the Learning AE representing the learning course on Digital Culture. Each VR 
contains one basic learning unit (a topic) and is connected to many (but not all) other VRs. 

 

4 CONCLUSIONS 

We believe that the Generator of Augmented Environments provides an important contribution to the 
development of augmented environments. Overall, the GAE helps to simplify and speed up the still 
rather complex process of building Augmented Environments. As for learning, the GAE allows authors 
of learning courses, usually not really familiar with the more technical aspects of the development of 
augmented environments, to focus on the development of specific learning content they want to use in 
one Learning Augmented Environment, rather than on the process of creating the augmented 
environment that will host that content. 

We would like to add a further consideration regarding the contents of augmented environments. As we 
stated, the creation of digital content for augmented environments is difficult to automate, and therefore 
remains one of the most complex tasks during the creation of any augmented environment. However, 
there is more to it. Increasing the complexity of an already complex task is the fact that virtual content 
creation should always take into account the features of the medium (in our case, Augmented Reality) 
that will allow for the enjoyment of that content. 

In other words, referring back to our example about the course on Digital Culture, if we want to create a 
good course that produces true augmented learning experiences, it will not be enough to simply 
borrow/copy learning material from a course that has already been defined in a certain medium (for 
example, an online course) and convert/recreate that learning material into a format suitable for being 
enjoyed in Augmented Reality. The process of content creation cannot be reduced to a purely technical 
process of converting contents from one format to another. We must understand that every process of 
transferring contents from one medium to another is never neutral or transparent. If certain contents that 
exist within a certain medium are imported into another medium, they change, they are re-mediated 
[24], and they acquire different meanings. 

Just to make an example on this, let's think about one video enjoyed on a web page of an online course 
on a certain topic X. Then, let's think of that same video within a learning and immersive augmented 
environment dedicated to the same topic X. In both situations, the content of the video is the same. 
However, the media that allow the enjoyment of that video are different, and operate with different 
modes. So, the experience of enjoying that video by a user will be different, depending on the medium 
the user is using: it will have different emotional impacts on the user, and will therefore have different 
consequences for the user. As a matter of fact, that same video enjoyed through the two different media 
will not be the same. 

If we want to create a good course that produces a fully augmented learning experience, we will have 
to do something more and something different than the simple act of copying/converting content from 
one medium to another. We will have to rethink about the learning materials we want to use in the course 
so that, when those learning materials are placed within an immersive augmented environment, they 
fully exploit all the features of AR, those features  that make AR a new and unique communication tool.  

We will have to ask ourselves: what does it mean to have, in augmented reality, a course on a certain 
topic? Are we really talking about the same course we would have if that course were online, or in a real 
frontal class? What are the differences between those courses that present "the same material" through 

        

                                                                      

                                     

                                                                                                                                                

                                                                                                                                                                             



different media? Will a form of communication that is appropriate in a certain medium be equally 
appropriate in augmented reality? What is the added value that augmented reality can bring to the 
course? 
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